
EMERGING AREA www.rsc.org/obc | Organic & Biomolecular Chemistry

The activation strain model of chemical reactivity

Willem-Jan van Zeist and F. Matthias Bickelhaupt*

Received 22nd December 2009, Accepted 4th May 2010
First published as an Advance Article on the web 20th May 2010
DOI: 10.1039/b926828f

Herein, we provide an account of the activation strain model of chemical reactivity and its recent
applications. In this model, the potential energy surface DE(z) along the reaction coordinate z is
decomposed into the strain DEstrain(z) of the increasingly deformed reactants plus the interaction
DE int(z) between these deformed reactants, i.e., DE(z) = DEstrain(z) + DE int(z). The purpose of this
fragment-based approach is to arrive at a qualitative understanding, based on accurate calculations, of
the trends in activation barriers and transition-state geometries (e.g., early or late along the reaction
coordinate) in terms of the reactants’ properties. The usage of the activation strain model is illustrated
by a number of concrete applications, by us and others, in the fields of catalysis and organic chemistry.

1. Introduction

Chemistry is about structure, properties and especially reactions of
molecules. A core task of chemistry is the design and utilization of
new molecules and the synthetic routes towards these molecules.
A prerequisite for a more rational design of efficient reactions,
i.e., with low barriers for the desired pathway (but not for side
reactions!) is, therefore, a detailed understanding of the factors that
control the relative heights of reaction barriers of the competing
pathways.
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Nevertheless, this aspect of chemistry is still largely an empirical
business, based on trial and error. This is so not only in
experimental but also in computational chemistry, despite the
many pioneering contributions that furthered particular areas
of reactivity. Examples are the Woodward–Hoffmann rules in
molecular orbital (MO) theory,1-3 elaborated upon by Dewar,4 the
concept of charge versus orbital control,5 the valence bond (VB)
curve crossing model,6 or Marcus theory7 and extensions thereof.8

The activation strain model of chemical reactivity provides the
ingredients required for a thorough understanding of chemical
reactivity and trends therein in terms of the properties of the
reactants. In the first place, it relates the height of the activation
energy to the rigidity of the reactants and the geometrical
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deformation that is associated with (and characteristic for) the
reaction pathway under consideration. This aspect of geometrical
distortion shows up in the destabilizing strain energy. The second
quantity in this model is related to the bonding capabilities and
mutual interaction between the increasingly deformed reactants
along the same pathway (vide infra).

In this emerging area paper, we will give an overview of the
activation strain model and various applications, by us and others,
in the fields of catalysis and organic chemistry. We cover not only
metal-mediated bond activation (oxidative addition) and ligand
effects thereon, but also nucleophilic substitution and pericyclic
reactions.

2. Activation strain model

As already indicated briefly above, the activation strain model is
a fragment-based approach to understanding chemical reactions
and the associated barriers.9 The starting point is the two separate
reactants, which approach from infinity and begin to interact and
deform each other. In this model, the activation energy DE‡ of the
transition state (TS) is decomposed into the strain energy DE‡

strain

and the interaction energy DE‡
int (see eqn (1) and Fig. 1):

DE‡ = DE‡
strain + DE‡

int (1)

Fig. 1 Illustration of the activation strain model using oxidative insertion
of a [Pd] complex into the methane C–H bond.

The activation strain DE‡
strain is the energy associated with

deforming the reactants from their equilibrium geometry into
the geometry they acquire in the activated complex. It can be
divided into a contribution stemming from each of the reactants,
e.g., catalyst and substrate strain in the case of catalytic bond
activation. The TS interaction DE‡

int is the actual interaction
energy between the deformed reactants in the transition state.

The model can be extended to incorporate the entire reaction
path.9–11 The decomposition of the energy DE(z) into strain
DEstrain(z) and interaction DE int(z) is carried out along the
reaction coordinate z , i.e., from reactants via TS to products.
The reaction coordinate, z , is usually obtained as the intrinsic
reaction coordinate (IRC) from a steepest-descent calculation.
This reaction coordinate may then be projected onto a critical
geometrical parameter, such as the bond that is broken during a
bond activation process.13

The values of DE‡
strain and DE‡

int at the TS must be interpreted
with great care, since the optimized TS structure is the result of
a balance of the components DEstrain(z) and DE int(z). Along the
reaction coordinate, the strain DEstrain(z) increases, in general,
because the substrate becomes increasingly deformed. At the
same time, the interaction DE int(z) becomes more stabilizing in
most cases. The net result is the total energy profile DE(z) which
achieves its maximum (i.e., the TS) at the point along the reaction
coordinate where dDEstrain(z)/dz = -dDE int(z)/dz .

This highlights the importance of taking into account the
behavior of the two components along the reaction coordinate,
especially their slopes. A single-point analysis at the TS, only, yields
values that can be misleading, as can be seen from the activation
strain diagrams in Fig. 2. For example, going from reaction A to
reaction B in Fig. 2a causes the barrier to decrease. A single-point
analysis at the respective TSs indicates that this is due to a lower
activation strain, not because of a more stabilizing TS interaction.
This suggests that the mutual bonding capability of the reactants
in reaction B is reduced but that the barrier is nevertheless lower
because of a lower rigidity or a less distortive character of the
reaction as compared to reaction A. However, the more complete
analysis in Fig. 2a shows that this is obviously incorrect. The

Fig. 2 Schematic illustration of activation strain analyses for arbitrary
reactions A, B and C. (a) From reaction A to B, the interaction energy
becomes more stabilizing, which lowers the TS (indicated by a dot) and
shifts it towards the educt side, at the left. (b) From reaction A to C, the
strain energy becomes more destabilizing, which raises the TS and shifts it
towards the product side, at the right.

This journal is © The Royal Society of Chemistry 2010 Org. Biomol. Chem., 2010, 8, 3118–3127 | 3119
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interaction DE int of reaction B is more stabilizing at any given point
along the reaction coordinate than DE int of reaction A. The fact that
this seems to be reversed in the single-point analyses is due to the
fact that the TS structures of A and B occur at different locations
along the reaction path. An equivalent reasoning also applies
when going from reaction A to reaction C (Fig. 2b), where the
interaction energy is similar along the entire path, an observation
that would be missed when looking at the TSs only.

Note that in the activation strain diagrams in Fig. 2, all energy
curves start, on the reactant side, at zero kcal mol-1. However,
reactions often proceed from a reactant complex that is formed
prior to traversing the transition state. Such a precursor complex
is then conveniently used as the starting point for the activation-
strain analysis. Therefore, in practice, the energy curves of an
activation strain analysis start at a point in the diagram where the
reaction coordinate z is already slightly larger than zero (reactant
complex formation) and the reactants do already (weakly) interact
and deform each other, i.e., DE(z), DEstrain(z), and DE int(z) may
already slightly deviate from zero (see figures later on).

The interaction DE int between the deformed reactants can be
further analyzed in the conceptual framework provided by the
Kohn–Sham molecular orbital model.14,15 Thus, DE int(z) is further
decomposed into three physically meaningful terms (eqn (2)) using
a quantitative energy decomposition scheme developed by Ziegler
and Rauk.14,16

DE int(z) = DV elst(z) + DEPauli(z) + DEoi(z) (2)

These three terms allow a thorough assessment of the interac-
tion between the deformed reactants. The term DV elst corresponds
to the classical electrostatic interaction between the unperturbed
charge distributions of the deformed reactants and is usually
attractive. The Pauli repulsion DEPauli comprises the destabilizing
interactions between occupied orbitals and is responsible for the
steric repulsion. The orbital interaction DEoi accounts for charge
transfer (interaction between occupied orbitals on one moiety with
unoccupied orbitals of the other, including the HOMO–LUMO
interactions) and polarization (empty–occupied orbital mixing on
one fragment due to the presence of another fragment).

The reaction path to be analyzed can be found in a number
of ways, the most accurate being the intrinsic reaction coordinate
(IRC) method.17–20 The IRC methods yields the minimum energy
path connecting reactants and products via the paths of steepest
descent from the associated transition state. After obtaining
the reaction profile, any quantum mechanical program package
is able to perform an activation strain analysis. However, the
quantitative energy decomposition scheme as described above has
only been implemented in the Amsterdam Density Functional
program package (ADF). For ADF, the PyFrag program has been
developed, which acts as a wrap-around for ADF and streamlines
performing the activation strain analysis of IRC calculations.21

In addition to studying reactions that proceed via energy
barriers, the activation strain model can also be applied to simple,
barrier-free bond formation reactions: A + B → A–B. The stability
and length of the emerging A–B bond are again a result of an
interplay between stabilizing and destabilizing forces, very similar
to the situation described above for the energy of the TS and its
position along the reaction coordinate. Thus, the same precaution
should be taken if one attempts to reveal the origin of the strength
and length of bonds in stable molecules based solely on the basis

of a single-point analysis at the equilibrium geometry. It is always
more complete (and sometimes even crucial) to carry out the
analysis along the “reaction coordinate”, i.e., as a function of
the bond distance under consideration.22

The concepts of strain and interaction that feature in the
activation strain model may seem to be reminiscent of concepts in
other reactivity models. For example, in VB theory, the reaction
profile is conceived as resulting from distorted diabatic reactant
and product states that interact and mix near the TS at which
their state energy curves cross.6 Note however that in VB theory
(and also, e.g., in Marcus theory7) the concepts of distortion and
interaction refer to the entire reaction system, either from the point
of view of the reactants (reactant state) or products (product state).
There is thus no straightforward relationship with the strain and
interaction in the activation strain model in which these concepts
refer to the individual reactants that become increasingly distorted
and also interact more and more strongly as the reaction progresses
toward the products.

Finally, the activation strain model has evolved from studying
bimolecular reactions. It can however also be applied to unimolec-
ular processes, for example, the internal rotation of ethane23 and
biphenyl.24 Note that, in the case of unimolecular reactions, one
has to make an explicit choice of fragments within the reorganizing
species (e.g., the two methyl fragments that rotate with respect
to each other in ethane) whereas for bimolecular reactions these
fragments are by default the two reactants.

3. Bond activation

The activation strain model has been thoroughly applied to a well-
known class of processes involving oxidative addition in catalytic
bond activation (see Scheme 1 and Fig. 1).25–27 The catalytically
active species in these reactions are generally coordination com-
plexes of palladium or other transition metals. This process is
an efficient tool for selectively converting simple educts, via C–C
bond formation, into more complex compounds, and is therefore
of major importance for synthetic chemistry. In previous studies,
our group has used the activation strain model to gain insight
into how variations in the metal, the ligands and the substrates
affect the activation barriers of the different oxidative addition
reactions.28–35

Scheme 1 Oxidative addition and reductive elimination.

Oxidative insertion is essentially a (metal-mediated) bond-
breaking process, where the strength of the bond is of obvious
importance. The energy related to the bond-breaking is reflected
by the strain term of the substrate. The bond-breaking process
is facilitated by a back-donation interaction of metal d orbitals
into the empty s* antibonding orbital of the activated bond
in the substrate (see Scheme 2). In the following subsections,
some examples are given of activation strain analyses on various
oxidative insertion processes.

3120 | Org. Biomol. Chem., 2010, 8, 3118–3127 This journal is © The Royal Society of Chemistry 2010
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Scheme 2 Schematic representation of the back-donation in the oxidative
insertion of bare palladium into the methane C–H bond.

3.1. Substrate effects on bond activation

An interesting example of strain effects on the substrate is insertion
into the C–C bond in cyclopropane (see Scheme 3).12 Compared to
the C–C bond in ethane, one may expect a relatively easy insertion
process due to the weak C–C bond in the highly strained ring
system. Indeed, this insertion proceeds without any barrier (except
for a small barrier upon breaking free from the reactant complex
prior to the insertion). This is a radical change compared to the
18 kcal mol-1 barrier for the insertion into the ethane C–C bond.
The activation strain model can straightforwardly show that this
decrease in bond strength lowers the insertion barrier because of
the lower strain energy term.

Scheme 3 Oxidative insertion of palladium into the strained C–C bond
in cyclopropane.

However, activation strain analyses reveal more features respon-
sible for the lower barrier. Besides the decrease in the strain energy,
it appears that the strained system also allows for easier access of
the palladium to the C–C bond. In the ethane oxidative insertion,
the hydrogens on the methyl groups have to bend away in order to
allow contact of the palladium with the C–C bond. The interaction
with the bond is thus greatly reduced due to steric shielding of the
methyl groups. In cyclopropane this bending away of the hydrogens
is already built into the geometry of the substrate, thus allowing
for stronger interaction early along the reaction path. Both effects
can be clearly recognized in Fig. 3a: both the strain and interaction
terms are stabilized for oxidative insertion into cyclopropane (solid
lines) as compared to the situation for ethane (dashed lines).

It is interesting to compare this with the corresponding oxidative
insertion into the methane C–H bond, shown in Fig. 3b. The
methane C–H activation barrier is some 14 kcal mol-1 lower
despite the fact that this bond is much stronger than the C–C
bond. The reason for the low C–H activation barrier is similar to
that for the C–C bond in cyclopropane: there is very little steric
shielding on the side of the hydrogen, so interaction with the C–
H bond proceeds easily, right from the beginning. In contrast,
the C–C bond is shielded on both ends by the methyl C–H bonds
which prevent the palladium atom to approach and “electronically
touch” the C–C bond for some time.36,37 Only after the C–C bond
has been sufficiently elongated and the methyl groups have tilted
away, is there room for the metal atom to come closer and build

Fig. 3 Activation strain analyses for oxidative insertion of Pd into (a)
the ethane C–C (dashed lines) and cyclopropane C–C bond (solid lines);
(b) the ethane C–C (dashed lines) and methane C–H bond (solid lines).12

up overlap between its d orbitals and the C–C s* acceptor orbital.
The initial delay in metal–substrate interaction DE int in the case of
the ethane C–C activation can be clearly seen in Fig. 3b: compare
green dashed (C–C) and green solid (C–H) curves.

In other work, Legault et al. used the activation strain model
to analyze regioselectiviy in palladium-catalyzed cross-coupling
reactions with heterocycles bearing multiple identical halogens.38

Their results show that the selectivity is determined by both
the strength of the carbon–halogen bond (which depends on
its position in the heterocycle) and the nature of the interacting
LUMO of the heterocycle. These properties are directly related to
the strain and interaction energy terms. Previously, we have found
similar causal relationships. The low reaction barrier, for example,
for C–Cl as compared to C–H bond activation by palladium,
is explained straightforwardly by the lower C–Cl bond strength,
which manifests itself in a less destabilizing DEstrain curve.12

Good correlations between activation strain and reaction
barrier were also found by Gorelsky et al. for the concerted
metalation–deprotonation mechanism in palladium-catalyzed di-
rect arylation,39 and by Ess et al. for iridium-induced activation of
methane and benzene C–H bonds, assisted by acetate ligands.40

Ariafard et al. used an activation strain analysis to shed light on
the differences in activation barriers of aryl and alkyl halides.41

They showed that the former have lower barriers because the
availability of low lying p*-orbitals leads to a more favorable
interaction energy DE int.

This journal is © The Royal Society of Chemistry 2010 Org. Biomol. Chem., 2010, 8, 3118–3127 | 3121

D
ow

nl
oa

de
d 

by
 I

ns
tit

ut
e 

of
 O

rg
an

ic
 C

he
m

is
tr

y 
of

 th
e 

SB
 R

A
S 

on
 1

7 
A

ug
us

t 2
01

0
Pu

bl
is

he
d 

on
 2

0 
M

ay
 2

01
0 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/B
92

68
28

F
View Online

http://dx.doi.org/10.1039/B926828F


3.2 Ligand effects on bond activation

Ligands obviously are of great importance for determining the
activity and selectivity of catalysts in general and catalytic bond
activations, in particular. The effect of anion assistance on catalytic
bond activation has been studied with the activation strain model
by comparing the oxidative addition reaction of Pd (no assistance)
to that of PdCl- (“anion assisted”).12,29,31 Introducing the chloride
ligand on palladium lowers activation barriers and increases the
exothermicity of all model reactions. This is nearly exclusively
caused by a more favorable interaction curve DE int in the case of
the anion-assisted process, as illustrated for C–H bond activation
in Fig. 4a. The strain energy DEstrain depends mainly on the strength

Fig. 4 Activation strain analyses of methane C–H activation by: (a) Pd
(solid curves) and PdCl- (dotted), (b) by Pd (solid) and Pd(PH3)2 (dashed),
and (c) Pd(PH3)2 (dashed) Pd[PH2(CH2)2PH2] (dash-dotted).

of the bond that is activated and is hardly affected by anion
assistance. Note that the steeper descent of the more stabilizing
DE int curve, in the case of PdCl-, not only lowers the energy of
the TS but also shifts it to an earlier position along the reaction
coordinate.

Phosphine ligands play a central role in metal-mediated catalytic
processes. The so-called “bite angle” (the ligand–metal–ligand
angle, see Scheme 4, left) has been identified as a key factor
that determines the catalytic activity of metal complexes involving
chelating bidentate ligands. Recently, we have investigated the bite
angle effect with the activation strain model.35

Scheme 4 Bite and twist angles.

The common idea is that by bending the metal complex away
from linearity, the ligand lone pairs push the metal d orbital
up in energy, thus increasing their electron donor capability
and strengthening the HOMO–LUMO interactions with the
substrate’s s* acceptor orbital. The more stabilizing interaction
between catalyst and substrate is held responsible for the observed
lower activation energy for metal complexes with smaller bite
angles.

Activation strain analyses show that this idea of an electronic
bite-angle effect is not correct.35 The bite angle effect rather
has a geometrical or steric nature. This is illustrated by Fig. 4b
and 4c. Fig. 4b compares methane C–H bond activation by Pd
(solid curves) and Pd(PH3)2 (dashed curves). As can be seen, the
introduction of phosphine ligands raises the barrier, that is, it
makes the catalyst less active. This appears to come from both
increased strain DEstrain and less stabilizing interaction DE int. Closer
inspection reveals that both effects have a common origin. The
phosphine ligands experience steric (Pauli) repulsion with the
substrate, and this repulsion increases as the oxidative-addition
reaction proceeds. This causes the interaction to become less
favorable. At the same time, part of the steric repulsion is relieved
by the phosphine ligands bending away from the substrate. This
shows up in an additional amount of strain, building up at the
beginning of the reaction path. This stems from the catalyst’s
bending deformation (we recall that the total strain energy can
be decomposed into a contribution stemming from the catalyst
and one stemming from the substrate; see ref. 35). In particular,
in the early stages of the reaction, steric repulsion between the
catalyst’s ligands and the substrate is also relieved by adopting a
twist angle larger than 0◦ (see Scheme 4, right).

The catalyst’s bending strain can be deleted from the reaction
energy profile by “building it into the catalyst”, right from
the beginning. This is what happens when we introduce a
short bridge that pulls together the two phosphine centers in a
bidentate ligand, as can be seen in Fig. 4c. Here, methane C–H
activation by Pd(PH3)2 (dashed curves) is compared with that by
Pd[PH2(CH2)2PH2] (dash-dotted curves) in which the phosphines
are connected via a dimethylene bridge (see also Fig. 5). In the

3122 | Org. Biomol. Chem., 2010, 8, 3118–3127 This journal is © The Royal Society of Chemistry 2010
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Fig. 5 Model catalysts used to study ligand effects.

reaction of Pd[PH2(CH2)2PH2], the bending strain no longer builds
up during the reaction. This is reflected by a corresponding drop in
the strain curve and thus a lowering of the activation barrier in DE.
Note that the interaction curve DE int is stabilized only marginally
in the reaction of Pd[PH2(CH2)2PH2].

Fazeali et al.42 have shown that Pd(PCl3)2 has a softer bending
potential than Pd(PH3)2. This translates into less strain DEstrain

along the reaction path of the Pd(PCl3)2-induced bond activation
and, therefore, a lower activation energy. Interestingly, the fact
that strain is a less important factor in the reactions involving the
trichloro-substituted phosphine ligands makes electronic factors
(i.e., changes in interaction DE int) become more important, for
example, if one goes from bond activation by Pd(PCl3)2 to that by
the chelate complex Pd[PCl2(CH2)2PCl2].

Ariafard and Yates have used activation strain analyses for
studying reductive elimination, the reverse reaction of oxidative
addition (see Scheme 1).43 They found that reductive elimination
of R–R from Pd(PH3)2R2 is promoted by the concomitant release
of bending strain in the evolving Pd(PH3)2 complex, and this effect
becomes larger for sterically more demanding phosphine ligands.
For comparison, such a promoting factor was found to be absent
in the corresponding reductive elimination of R–R from PdPH3R2.

3.3 Metal variation

Recently, we have investigated how C–X bond activation by
the group-11 transition-metal cations Cu+, Ag+ and Au+ differs
from that by the isoelectronic Pd atom.44 Oxidative insertion of
the second-row transition-metal species Ag+ and Pd was found,
for a given bond, to yield the highest overall reaction barriers.
It is tempting, but incorrect, to attribute the similar barrier
heights for Ag+ and Pd to a presumed similarity in the metal–
substrate interaction of these isolelectronic second-row transition
metal species. In fact, the difference in net charge translates into
completely different bonding capabilities of the three metal cations
on one hand and the neutral palladium on the other hand. The
former have shallower interaction curves because of favorable
substrate→metal ns donation in early stages of the reaction and
reduced metal→substrate backdonation from the (n–1)d AOs at
later stages of the reaction. As can be seen in the activation-
strain diagrams of Fig. 6, this causes the transition state (TS) to
shift towards the product side where the strain curves are more
destabilizing. The final position along the reaction coordinate
depends in a subtle manner on the shape and balance between
DEstrain(z) and DE int(z), and may yield not only a stabilized (Cu+,
Au+; see Fig. 6a and 6b) but also a destabilized TS, as in the case
of Ag+ (see Fig. 6c)

Fig. 6 Schematic activation strain diagrams for illustrating how the
reaction profile DE is affected by: (a) stabilizing the DEint curve at
the product side; (b) stabilizing the DE int curve at the reactant side;
(c) stabilizing the DE int curve at the reactant side and destabilizing it at
the product side. Note that the strain curve DEstrain is identical in a–c,
which corresponds to a variation of the metal species inserting into the
same bond.44

An earlier study addressed the question why transition (or d-
block) metals, such as Pd, are better agents for oxidative insertion
into C–X bonds than group-12 transition metals (Zn, Cd) and
main group metals (Be, Mg, Ca).32 Activation strain analyses
show that this can be mainly ascribed to palladium’s excellent
electron-donating and accepting capabilities associated with the
high-energy 4d HOMO and low-energy 5s LUMO. Together, this

This journal is © The Royal Society of Chemistry 2010 Org. Biomol. Chem., 2010, 8, 3118–3127 | 3123
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causes a more stabilizing palladium–substrate interaction DE int(z)
at any point along the reaction coordinate.

3.4 Competition with SN2 substitution and solvent effects

Oxidative addition of a C–X bond may proceed not only via direct
oxidative insertion (OxIn) but also via a competing pathway of
nucleophilic substitution, in particular when X is an electroneg-
ative group (see Scheme 5). A case in point is the activation
of the carbon–halogen bonds in halomethanes which has been
investigated using the activation strain model.12,31,33,34 The differ-
ence between the mechanisms is important since it corresponds
to a change in stereochemistry at the carbon atom involved,
namely, from retention of configuration for OxIn to inversion
of configuration for SN2. This is relevant in syntheses involving
substrates that bear a chiral carbon atom (e.g., RR¢R¢¢C*–X).

Scheme 5 Oxidative insertion (OxIn) and SN2 substitution pathways for
C–Cl bond activation.

In the gas phase, the reaction barrier for oxidative insertion of
Pd is lower than that for SN2 substitution. The activation strain
diagram in Fig. 7 shows that this is due to a more favorable
interaction in the OxIn pathway which derives from a better
overlap between the metal-d and substrate s*C–X orbitals in the
side-on approach, as compared to the back-side approach of the

Fig. 7 Activation strain analyses for palladium-induced chloromethane
C–Cl bond activation via oxidative insertion (solid lines) and SN2
substitution (dashed lines).

SN2 pathway.12,34 Note also that this causes the SN2 transition state
to occur later, at a point where there is significantly more C–Cl
stretch.

Interestingly, anion assistance can shift the reactivity towards
the SN2 pathway.34 The reason for this inversion in relative
reactivity is the aforementioned strengthening of the interaction
energy DE int that occurs as the Cl- ligand is coordinated to
palladium. This lowers the barriers of both pathways. But the
SN2 pathway “benefits” most because its transition state occurs
later along the reaction coordinate, at a point where the DE int term
and, thus, also its strengthening due to anion assistance are larger.

Solvation has opposite effects on the neutral and anion-assisted
reactions, which can be understood with an activation strain model
that has been extended to incorporate solvent effects.34 Thus,
solvation shifts oxidative addition to Pd from the OxIn towards the
SN2 pathway, among others, because it induces a stronger charge
separation across the C–X bond and, thus, a stronger interaction
DE int. And, as pointed out above, the SN2 pathway benefits most
from a strengthening in the interaction term.

On the other hand, solvation on top of anion assistance shifts
the reactivity back, from SN2 to OxIn. The interaction term
DE int is again responsible. This time, the dominant solvent effect
is a stabilization of the charged catalyst complex PdCl- and a
lowering of the energy of its metal d-derived frontier orbitals.
This diminishes the bonding capabilities of the model catalyst and
therefore reduces the stabilizing catalyst–substrate interaction.
Again, the SN2 pathway is most affected by this change in DE int

which, this time, however, comes down to a destabilization.

4. SN2 reactions

Nucleophilic substitution (SN2, see Scheme 6) plays an important
role in many areas of chemistry: organic, inorganic and biological.
Our group has studied various aspects of this class of reactions,
covering nucleophilicity of X-, leaving-group ability of Y, role
of the electrophilic center A, effect of substituents R as well
as solvent effects.45–48 Activation strain analyses45 reveal that the
central barrier of nucleophilic substitution at carbon (SN2@C) is
steric in nature:46 it arises from the steric congestion that occurs in
the SN2 transition state in which five substituents try to approach
the relatively small carbon atom. The steric (Pauli) repulsion
that occurs between these five substituents as the nucleophile X-

approaches causes deformations in the substrate CR3Y: the C–R
bonds bend away from the approaching nucleophile and the C–Y
bond elongates. The geometrical deformation induced by steric
interactions shows up in a relatively high strain energy DE int. Note
that the geometrical deformations in the SN2 transition state relieve
and therefore mask the steric repulsion which caused them in the
first place.45 In other words, the steric (Pauli) repulsion that would
otherwise occur in the interaction DE int between the reactants, is
transformed into strain energy DEstrain within the reactants. This
phenomenon, i.e., geometrical relaxation processes that relieve

Scheme 6 SN2 reaction.
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and thus hide the (steric) interactions by which they are induced,
occurs more generally in chemistry but it is often overlooked.47

The steric congestion in the SN2 transition state decreases
drastically if one goes from substitution at the small carbon
atom, e.g., in Cl- + CH3Cl (SN2@C), to substitution at the larger
silicon atom, e.g., in Cl- + SiH3Cl (SN2@Si), which allows for
more space between the five substituents in the five-coordinate
transition state.45 Consequently, the strain curve drops and the
central barrier disappears, turning the five-coordinate transition
species into a stable complex in the case of silicon as the central
atom (“transition complex”). Interestingly, the “carbon behavior”,
which is characterized by substitution proceeding via a central
barrier, reappears as the steric bulk around the silicon atom
and thus the strain curve DEstrain is raised along the model
reactions Cl- + SiH3Cl, Si(CH3)3Cl and Si(OCH3)3Cl.45b This
further consolidates the steric nature of the SN2 barrier in general.

At this point we stress that the height of the SN2 barrier
also strongly depends on electronic effects, such as the mutual
bonding capabilities of the reactants as well as their internal
bonding or rigidity.45,48 Activation strain analyses of halides
reacting with halomethanes show that nucleophilicity directly and
straightforwardly depends on the electron donating capability of
the nucleophile:48 a higher-energy np atomic orbital on the halide
X- causes more stabilizing interactions DE int with the substrate
and thus a lower SN2 barrier (see Fig. 8a). On the other hand, a
stronger carbon–leaving-group (C–Y) bond translates directly into

Fig. 8 Activation strain analysis for SN2 reactions of (a) X- + CH3Cl
(variation of nucleophile) and (b) Cl- + CH3X (variation of leaving group)
with X = F (solid lines) and Cl (dashed lines).48

a more destabilizing strain curve DEstrain and therefore a higher SN2
barrier (see Fig. 8b).

The fact that SN2 proceeds in general via a backside attack
and inversion of configuration (Walden inversion) and not via a
frontside attack (which would go with retention of configuration)
is mainly due to the higher steric congestion in the frontside
transition state in which the nucleophile and leaving-group are
in close proximity (see Scheme 7).48 This situation leads to more
deformation which is reflected by a higher strain DEstrain. Frontside
attack also suffers from a smaller overlap between the np atomic
orbital on the halide nucleophile X- and the substrate s*C–Y

acceptor orbital if compared to the situation for backside attack.
However, this overlap effect and the associated weakening in the
interaction term are less important for the preference of backside
over frontside SN2 substitution than the steric crowding in the
latter transition state mentioned above. Similar findings were
reported for SN2 substitution at heavier group-14 atoms45c and
at disulfides.49

Scheme 7 Backside and frontside SN2 transition states.

Sung et al. found that halide and amine substitutions at sulfonyl
centers benefit greatly from the positively charged sulfur in the
sulfonyl group which leads to a substantially more stabilizing
nucleophile–substrate interaction than in the case of substitution
at carbon.50

The origin of the SN2 benzylic effect was uncovered by Allen
and coworkers using, among others, detailed activation strain
analyses.51 The critical effect of the aromatic ring in benzylic SN2
systems is to raise the electrostatic potential near the electrophilic
carbon atom which shows up in a more stabilizing nucleophile–
substrate interaction DE int. Fábián et al. used an activation strain
analysis to show that substitution with pyridine at phenacyl
bromides proceeds with lower barriers than at 2-phenylethyl-
bromides, due to a more stabilizing interaction caused by the p*
acceptor orbital at the carbonyl group of phenacyl.52

Recently, Wu et al. explored the competition between SN2
and E2 pathways for a range of anionic bases reacting with
ethyl chloride.53 They consolidated earlier findings9 that the E2
pathway, despite having a more distortive character and higher
activation strain DE‡

strain, dominates the SN2 pathway in the gas
phase because of a more stabilizing TS interaction DE‡

int. Yun
et al. rationalized the preference of hydride attacks on different
positions on aziridinium ions via differences in distortion energies
in the transition states, related to the relative amount of stretch of
the carbon–leaving-group bond in the transition states.54

5. Pericyclic reactions

The Houk group has opened up the field of studying peri-
cyclic reactions using the activation strain model (or distor-
tion/interaction model), with an investigation of 1,3-dipolar
cycloadditions of compounds of the type X–Y+–Z- with ethylene
or acetylene (see Scheme 8).55 They found that the activation
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Scheme 8 1,3-dipolar cycloaddition.

energy of 1,3-dipolar additions is determined by (and follows the
trend of) the activation strain which is dictated mainly by the
bending of the 1,3-dipole. Only when the strain energies within
a set of reactants remain similar, does the change in orbital
interactions (which contribute via DE int) become large enough to
modulate the trend in reactivity. In a very recent study on 1,3-
dipolar additions, the activation strain model has been connected
with the dynamics involved in these reactions.56 It was shown that,
in order for certain 1,3-dipolar cycloadditions to proceed, the
dipole bending mode which also features in the decisive activation
strain term, must be vibrationally excited.

Ess has expanded the above work to the addition of MO4 com-
plexes to ethane, a reaction which can proceed via a comparable
mechanism.57 His findings show that activity differences for OsO4,
ReO4

-, TcO4
-, and MnO4

- are mainly due to changes in electron
transfer, while the strain terms change little. In related work,
Schoenebeck et al. investigated the effect of using cycloalkynes
and cycloalkenes as substrates for 1,3 dipolar cycloaddition.58

In general, a smaller ring size in these reactions will lead to a
less destabilizing distortion energy in the transition state due to
the strained nature of the ring. The group of Houk has also
investigated Diels–Alder reactions, employing the activation strain
model to gain insight into the role of distortion in the reactants in
connection with the precise nature of the reaction mechanism and
trends in reactivity.59,60

Fernández et al. recently applied the activation strain model
to double group transfer (DGT) reactions, a type of pericyclic
reaction in which two groups, here, two hydrogens, migrate in
a concerted manner from a donor to an acceptor fragment (see
Scheme 9).61 The strain appears to be again the controlling factor
for the high activation barrier in these DGT reactions, similar to
the situation found by Houk for 1,3-dipolar additions. The high
activation strain in DGT reactions explains why these processes
occur with high barriers despite the fact the transition state is in-
plane aromatic, i.e., it receives stabilization from cyclic 6-electron
conjugation.

Scheme 9 Double group transfer (DGT) reaction.

6. Conclusions

In various applications, we have shown here how the activation
strain model provides qualitative insight, based on accurate
calculations, into the origin of reaction barriers and especially
trends therein, in terms of the properties of the reactants. In
this model, the reaction energy profile DE along the reaction
coordinate z is decomposed into strain (or deformation) energy of

the reactants, DEstrain, plus the mutual interaction energy between
the reactants: DE(z) = DEstrain(z) + DE int(z).

The strain is directly related to not only the rigidity of the
reactants (i.e., bonding within the individual reactants) but also
to the extent of distortion that is characteristic for a particular
type of reaction mechanism. The interaction reflects the bonding
capabilities of the reactants, that is, their ability to enter into
electrostatic or donor–acceptor (for example, HOMO–LUMO)
orbital interactions.

The insight that evolves from activation strain analyses can be
used to a posteriori interpret and rationalize computational (and
experimental!) findings. Importantly, the emerging concepts can
also guide a more rational optimization or design of new reactions
(e.g., catalyst design).
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